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Abstract

1
In this paper are presented some computing methods of the variance 3 ¢ and the
covariance G:C » “the auto-correlation function 4 (9] , the cross-correlation
41%(9) of the Sutput fluctuation 13, in cantrol systems. The systems are assumed -
linear and to have a single pair of input and output. The auto-correlation func-
tion 141(6) of i:he input x is to be expressed by an exponential function. The
tranefer function %“-) of the system is to be expressed by a fraction N&)/H'(H,
the denominator of which being a polynomial of & high order, higher of one than
that of the numerator.

Applications of these computing methods are given for some special cases.

It is also shown how to extend the use of these computing methods to the para-
meter identification of the system transfer function.
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1. INTRODUCTION

The purpose of this report is to present
gsome general relations for the computation
of the auto-correlation and the cross-
correlation function of a linear system,
with a single pair of input and output,
when the transfer function of the sys-

tem is given by a fraction, the denomi-
nator of which being a polynomial of a
high order, higher of one than that of

the numerator.

This report shows how to use these relatios

for the identification of the parameters of
the transfer function, with the use of au-
to-correlation, cross-correlation, vari-
ance and covariance, computed from measu-
red samples. of the input and the output of
the system.

Let us consider a linear system with input
o ,ﬁzu‘bput and the transfer function
M=

N(p)/D(p) to be identified.

If the auto-correlation An(ej .of the

input is known, the auto-
correlation Ayul(®) , the cross-correla-
tion ﬁl.%[‘S] . %:eansquare value of the

output, or the variance 6y and the cova-
riance 6'._",%11 can be calculated with the
following integrals (4 t& ¥+ )

14:(13(6“)= J;;(uﬁjﬁ‘a[ujclutféu-ﬁj%[a}dm
with Ay(0) - j q(t) g(t+ 9)at
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If the auto-correlation A’u (9’01‘ the in-
put can be described by an exponential
function or by a sum of exponentials, it
is possible to obtain general expressions
for the auto-correlation fyy®), the cross-
correlation Aqy (§) , the variance 6

and the covariénce G‘;g of the output.

2. GENERAL RELATION FOR THE

STOCHASTIC FILTERING

NP
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Special case of complex roots

The given formula is true for real or
complex roots In the last case, if we

put ‘\h ﬁ't- 2 , the
auto-correlation A ‘I'B) becomes

s
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Special cagse where the auto-correlation
function of the input is given by a sum

of exponential functions
S W
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These examples open the way to a gene-
ralization with a transfer funection,
with a number ¥-of roots.

%. STOCHASTIC IDENTIFICATION

The use of general relations given a-
bove for the computation of the corre-
lation function, variance and cova-
riance of the output, is a useful tool
for the identification and. the optimi-
zation of a system.

In meny uxses, it is possible, through
physical coneiderations, to determine
the strunture of the transfer function
and some f the elements of this struc-
ture ; but very often, the numerical
value of some of the parameters are
unknown and are to be identified.

If it haa been poas;ble to measure

A&x: 2y from

G X
recorded samples, the identification
procedure is the following :

1) ﬁompute e coefficients of the po-

lynomials and&?ﬁb of the trans-
. fer function g p) for dif-

ferent value
identified.

2) Compute the corresponding roots pe
and the residues 0O -

3) Usi the abova givan relations com-
pute

) By 1denti 1cation of these func-
tions to the corresponding functions

obtained from the measured samples, it
is poassible to determine the unknown

Jparameters.

._\I

tha parameters to be
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2.2

This approach makes us of a double func-
tional transformation : from the coef-
ficients of the transfer function to the
roots and residues of this function and
from these rcots and residues to the
correlation, variance and covariance.
The volume of the computation is very
high if the number of the parameters to
be identified is great ; but if this
number is reduced to one or two, this
approach is very efficient.

Example

Let us counsider a feed-back system with
the block diagram given by fig. 1 and
the following transfer function

- S
AP U A

Ve assume that Q= (O
'T_OS
and that ‘Apﬁj - - klel
I.

—

h

T A —
and that { anda '2. are the parame-
ters which are to be identified.

sg the relations given above 5% (&
/ ¢ have been computed for

ﬂifferant values of 1: and 7;. énd the
result is given by fig. 2.

Dotted lines correspond to
kS h 3
the plain lines ‘o 55 IG;L

1

We assume that

o_x_

gtfﬁ;_and

The area (A) corresponds to an unsta-
ble state of the system.

For ,any measured value of the variance
and the covariance 5‘,.3 , it is

posaible to determine immediately the
value of T and Ty ', which are to be
identified.

COECLUSION

The given general relations for the
computation of the auto and cross-corre-
lation function or the variance and cova-
riance of the output of a linear system
‘~give the possibility of identiffing the.
unknown parameters of a system and to
analyse the sensitivity of the systen,
with regard to ths variation of these

parameters.

On the other hand, by differentiation of
the meansguare value of the output, with
regard to the parameters of the system

5.

which can be adjusted and by putting
this differential equal to zero, it is
possible to minimize this meansquare
value and to optimize the system.

The double functional transformation
requires to introduce the product of
the different functions, but a general
expression of the roots of a polynomisl
higher than two is unknown. It means
that this method can be used only in a
given special case and this approach
requires further investigation.
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2.2

Figure 1 = Dangle of feedback system
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